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#### Abstract

To achieve fast recovery from link failures, most modern communication networks feature local fast failover mechanisms in the data plane. These failover mechanisms typically rely on pre-installed static rerouting rules which can depend only on local failure information. The locally limited failure information renders the problem of providing a high resilience algorithmically challenging. In this paper, we are interested in algorithms which tolerate a maximal number of $k$ simultaneous link failures to guarantee packet delivery, as long as source and destination remain connected afterwards. Prior work showed that $k=1$ link failure can always be tolerated in general networks, but already the question of $k=2$ remained an unresolved problem.

This paper closes this gap by presenting a tight characterization of fast failover routing: We show that 2-resiliency is possible with pre-installed static routing rules on general topologies, but that 3-resiliency is impossible already in relatively simple networks. Our 2-resilient routing scheme can be computed efficiently and relies on a careful kernelization and subdivision of the network topology into sparse subgraphs.
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## 1 INTRODUCTION

Communication networks are a critical infrastructure of our digital society. To meet their stringent dependability requirements, networks need to be able to quickly deal with link failures, which are unavoidable and likely to become more frequent with the increasing scale of networks [22]. It has been shown that even short
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disruptions of connectivity can cause severe degradation in service quality [1, 39, 41].

Traditionally, when confronting a failure, routing protocols such as OSPF [32] and IS-IS [24] are invoked to recompute routing tables. Such reactions to link failures in the control plane are usually unacceptably slow for critical applications [1, 21, 22, 39, 41]. For a more rapid response to failures, most modern communication networks additionally feature local fast failover techniques in the data plane, where, upon a link failure, packets are locally rerouted to pre-installed alternative paths without waiting for global route re-computation. This can be orders of magnitude faster [13, 31]. For example, many networks rely on IP Fast Reroute [25, 26, 34] or MPLS Fast Reroute [33] to deal with failures on the data plane, SDNs provide FRR functionality in terms of OpenFlow fast-failover groups [37], BGP relies on BGP-PIC [9] for quickly rerouting flows, to name a few.

Fast re-routing of flows in the data plane however introduces an algorithmic challenge: How to pre-define the static failover rules such that reachability on the routing level is preserved, even under failures? In particular, routing rules can only depend on local failure information, and not on possible further failures downstream.

The fundamental question is: Can we design a $k$-resilient failover routing, which tolerates any $k$ simultaneous link failures, as long as the underlying topology remains connected?

The question of how to design robust failover mechanisms has received much attention over the last years [6]. While randomization $[5,8]$ (e.g., with a random walk) can always overcome failures in a graph as long as it is connected, similar to graph exploration, standard routers and switches do not support efficient randomized forwarding [20, 30]; randomization usually also results in long routes and may lead to packet reorderings. Similar disadvantages hold for packet duplication algorithms, such as, e.g., flooding, which also impose heavy additional load on the network.

Regarding deterministic algorithms, Feigenbaum et al. [13] gave a DAG-based construction s.t. 1-resilient failover routing is always possible, however, resilience to arbitrarily many link failures is already impossible on graphs with eight nodes [14]. While Chiesa et al. [7] have shown that 2-resilience is impossible when disregarding source information, standard IP-headers contain both the source and destination address, raising the question of how much more resilience fast failover routing can provide. Most further existing solutions either only provide heuristic guarantees, rely on packet header modifications, leverage in-network computation, or require densely connected networks [5, 6, 17, 19, 29, 36, 40]. Hence, even the question of 2 - or 3-resilience is unresolved so far, except for weaker routing models [7] or dense connectivity assumptions [7, 20], e.g., $k$-edge-connectivity against $k-1$ link failures. However, many

Table 1: Summary of related previous and new results

| Resiliency results for static \& deterministic <br> routing without packet header modification | Assuming graph <br> $k$-edge-connected | Local information matched for routing at each node <br> Per-source |  | Per-destination | Per-incoming Port |
| :---: | :---: | :---: | :---: | :---: | :---: | Incident Links

real-world communication networks have relatively low all-to-all connectivity, with some dense parts [11, 15], and hence fast failover routing algorithms without connectivity assumptions are desirable.

Hence, in this paper, we are interested in approaches giving provable and deterministic worst-case resilience guarantees on general topologies, which do not require packet header rewriting or convergence mechanisms. In this sense, our work is most closely related to Feigenbaum et al. [13], Chiesa et al. [7], and Foerster et al. [16, 18-20, 35], which consider deterministic algorithms for static failover routing. We give an overview of the directly related results in Table 1. A main conceptual difference in our work to the above is the choice and computation of the underlying topological routing structure. Previous algorithms which focused on special graph classes could leverage well-understood graph structures, namely the classic right-hand rule on outerplanar graphs for face routing [3, 27], disjoint paths or trees [2], respectively routing on a directed acyclic graph created by, e.g., depth-first search. We on the other hand need to devise a novel subgraph structure in §4-§6 that retains topological resilience, but also allows for efficient local failover routing.

Contributions. This paper presents a tight characterization of $k$-resilient local failover routing, by showing that on the one hand, a 3-resilient or better failover routing is impossible in general, but that on the other hand, a 2-resilient failover routing scheme always exists and is in fact, polynomial-time computable on every network topology. The main technical challenge is to find a representative topological structure that is sufficient to retain 2-resilience. To this end, we show that the problem can be reduced to subgraphs with virtual sources $s$ and destinations $t$ connected by two node-disjoint paths, in which we can derive further component subdivisions that preserve the same level of connectivity between $s$ and $t$. These subdivisions can be combined into one subgraph of the original topology, for which we prove that the same level of connectivity against two link failures is retained, resulting in an algorithm for 2-resilient failover routing problem.

Organization. We present a formal model in $\S 2$ and prove the impossibility of 3 -resilience in $\S 3$. We then present intuitions, challenges, and reductions for solving the 2 -resilient failover routing problem on general graphs in $\S 4$, followed by showing how these reduced components can be computed and present their connectivity properties in $\S 5$. The proof that failure resilience is maintained in the resulting subgraph is given in $\S 6$, along with a corresponding

2-resilient failover routing algorithm. We conclude in §7 with some open questions.

## 2 PRELIMINARIES

We represent the given network as an undirected (multigraph) $G=$ ( $V, E$ ), where each router in the network is modeled by a node in $V$ and each bi-directed link between two routers $u$ and $v$ is modeled by an undirected edge $\{u, v\} \in E$. Henceforth, we assume that multi-edges between any two nodes in $V$ are distinguishable. Let $F \subseteq E$ denote failed links in $G$, which fail in transferring packets in both directions. For a set of edges $E^{\prime} \subset E$, let $G \backslash E^{\prime}$ denote a subgraph of $G$ obtained by removing edges $E^{\prime}$ in $G$. For a set of nodes $V^{\prime} \subset V$, let $G \backslash V^{\prime}$ be a subgraph of $G$ generated by removing $V^{\prime}$ and all incident edges of $V^{\prime}$ in $G$. For a graph $G^{\prime} \subseteq G$ and a node $v \in V\left(G^{\prime}\right)$, we use $N_{G^{\prime}}(v), E_{G^{\prime}}(v), \Delta_{G^{\prime}}(v)$ to denote the (open) neighbors (excluding $v$ ), incident edges, and the degree of $v$ respectively in $G^{\prime}$, where $G^{\prime}$ can be omitted when the context is clear.
Failover Routing: For failover routing, each $v \in V$ stores a predefined and static forwarding (routing) function, which makes a forwarding decision deterministically for each incoming packet only relying on the local information at $v$, i.e.,

- the source $s$ and the destination $t$ of the incoming packet,
- the incoming port (in-port) of the packet at node $v$,
- and the set of non-failed links incident on $v$.

More specifically, given a graph $G$, a source $s \in V$, and a destination $t \in V$, a forwarding function for a source-destination pair $(s, t)$ at a node $v \in V$ is defined as $\pi_{G, v}^{(s, t)}: N_{G}(v) \cup\{\perp\} \times 2^{E_{G}(v)} \mapsto E_{G}(v)$, where $\perp$ represents the empty in-port, i.e. sending a packet originated at $v$ (for multigraphs, the function can be extended appropriately). When $G$ and the source-destination pair $(s, t)$ are clear, $\pi_{G, v}^{(s, t)}\left(u, E_{G \backslash F}(v)\right)$ can be abbreviated as $\pi_{v}\left(u, E_{G \backslash F}(v)\right)$, where $u \in N_{G \backslash F}(v) \cup\{\perp\}$. Let $F_{v}$ denote the failed edges incident on a node $v \in V$. With a slight abuse of notation, the forwarding function $\pi_{G, v}^{(s, t)}\left(u, E_{G \backslash F}(v)\right)$ can be also denoted by the form $\pi_{G, v}^{(s, t)}\left(u, F_{v}\right)$ since $E_{G \backslash F}(v)=E_{G}(v) \backslash F_{v}$. Especially, when $v$ does not lose any link under $F$, i.e., $E_{G \backslash F}(v)=E_{G}(v)$, its forwarding function is simplified as $\pi_{v}(u)$. The collection of forwarding functions: $\Pi^{(s, t)}=\bigcup_{v \in V \backslash\{t\}}\left(\pi_{v}^{(s, t)}\right)$ is called a forwarding scheme for $(s, t)$.

Definition 2.1 ( $k$-Resilient Failover Routing Problem). Given a graph $G=(V, E)$, the $k$-resilient failover routing problem is to compute a $k$-resilient forwarding scheme for each source-destination pair $(s, t)$ in $G$. A forwarding scheme for $(s, t)$ is called $k$-resilient, if this scheme can route a packet originated at $s \in V$ to its destination $t \in V$ as long as the set of failed links $F \subseteq E$ is of cardinality at most $k$, i.e., $|F| \leq k$, and $s-t$ remains connected in $G \backslash F$.

We will focus on computing $k$-resilient forwarding scheme for a given pair $(s, t)$, as our algorithm for $(s, t)$ can be applied to any two nodes $u, v \in V$.
Dead-Ends, Loops, and Circular Routing: Next, we introduce some commonly-used concepts of forwarding function in failover routing. We say that a node $v$ bounces back a packet $p$, if $v$ sends the incoming packet $p$ back via its incoming port. Given a graph $G^{\prime} \subseteq G$, if a node $v \in V\left(G^{\prime}\right)$ has only one neighbor, i.e., $\Delta_{G^{\prime}}(v)=1$, it is called a dead-end, any forwarding function at $v$ must bounce back packets received from its unique neighbor, otherwise packets must be stuck after arriving at $v$. A forwarding loop arises when the same direction of an undirected link is repeated in a path of a packet. Both directions of an undirected link can be traversed once without generating a loop. A packet cannot be sent from $u$ to $v$ anymore, if its path contains a forwarding loop or if the packet is stuck at a node. A forwarding function at a node $v \in V$ is called link-circular if packets routed by $v$ are based on an ordered circular sequence $\left\langle u_{1}, \ldots, u_{l}\right\rangle$ of the open neighbors $\left\{u_{1}, \ldots, u_{l}\right\}$ of $v$ as follows: a packet $p$ received from a node $u_{i}$ is forwarded to $u_{i+1}$; if the link $\left\{v, u_{i+1}\right\}$ is failed, then $p$ is forwarded to $u_{i+2}$ and so on, with $u_{1}$ following $u_{l}$ [7]. Obviously, for link-circular forwarding functions, bouncing back is only allowed on dead-ends.
Further Notations and Graph Theory Concepts: In the following, we also state some related concepts in graph theory and notations that we will use. A path $P$ from $u \in V$ to $v \in V$ in $G$ is called an $u-v$ path in $G$. Two paths are edge-disjoint if they do not have any joint edge, but they may have common (joint) nodes. Two edge-disjoint $u-v$ paths $P_{1}$ and $P_{2}$ are node-disjoint if $V\left(P_{1}\right) \cap V\left(P_{2}\right) \backslash\{u, v\}=\emptyset$. In this paper, we are often interested in the edge-connectivity, henceforth simply denoted by connectivity. In a graph $G=(V, E)$, two nodes $u \in V$ and $v \in V$ are $k$-connected (interchangeably, $u-v$ is $k$-connected) if there exist $k$ edge-disjoint $u-v$ paths in $G$, and $G$ is called $k$-connected if any two nodes in $V$ are $k$-connected. Particularly, $u$ and $v$ are called exactly $k$-connected if $u-v$ is $k$-connected but not $(k+1)$-connected. An $u-v a r-$ ticulation point of a graph $G=(V, E)$, where $u, v \in V$, is a node $w \in V \backslash\{u, v\}$ whose removal breaks all $u-v$ paths of $G$. Given a path $P=\left(x_{0}, x_{1}, \ldots, x_{k}\right)$, where $x_{i} \in V(P)$ for $0 \leq i \leq k$, then $x_{i} P x_{j} \subseteq P$ denotes a sub-path of $P$ from $x_{i}$ to $x_{j}$, where $0 \leq i<j \leq k$. Let $P=\left(x_{0}, \ldots, u, \ldots, x_{k}\right)$ and $Q=\left(y_{0}, \ldots, u, \ldots, y_{\ell}\right)$ be two paths with a joint node $u$, where $x_{i^{\prime}}=u$ and $y_{j^{\prime}}=u$, then $x_{i} P u Q y_{j}$, where $0 \leq i<i^{\prime}$ and $j^{\prime}<j \leq \ell$, denotes a path from $x_{i}$ to $y_{j}$ by joining sub-paths $x_{i} P u \subset P$ and $u Q y_{j} \subset Q$ on the node $u$. Given $V^{\prime} \subseteq V$, then $G\left[V^{\prime}\right]$ denotes a subgraph of $G$ induced by $V^{\prime}$, where an edge $\{u, v\} \in E$ is contained in $G\left[V^{\prime}\right]$ iff $u, v \in V^{\prime}$.

## 3 IMPOSSIBILITY OF 3-RESILIENCE

In this section, we start our characterization of the feasibility of fast failover routing by showing the impossibility of 3-resiliency. We
give a counter-example in Fig. 1, where no 3-resilient forwarding scheme exists that can guarantee to route from the source $s$ to the destination $t$ after three link failures.


Figure 1: Counter-example topology $G$ for 3-resilient forwarding schemes, where $s$ is the source and $t$ is the destination. We can show that each node must use a link-circular forwarding function, which has only two possible orderings for its neighbors, i.e., clockwise and anti-clockwise for the shown drawing. For instance, the clockwise and anticlockwise orderings for $v_{0}$ are $\left\langle v_{10}, v_{5}, v_{6}\right\rangle$ and $\left\langle v_{10}, v_{6}, v_{5}\right\rangle$, respectively. Setting $\left\{s, u_{10}\right\} \in F$, let $\left\{v_{1}, v_{2}\right\},\left\{v_{3}, v_{4}\right\} \in F$ (both top blue links failed) if $v_{0}$ and $v_{9}$ have the same type of orderings (clockwise or anti-clockwise), otherwise let $\left\{v_{1}, v_{4}\right\},\left\{v_{2}, v_{3}\right\} \in F$ (both top red links failed). Then a forwarding loop, which does not traverse $\left\{v_{9}, v_{11}\right\}$, always occurs in $G\left[V^{*}\right]$ even if $s-t$ is connected, where $V^{*}=$ $\left\{s, t, v_{0}, v_{1}, \ldots, v_{11}\right\}$. For example, if $v_{0}$ and $v_{9}$ use forwarding functions of clockwise and anti-clockwise orderings, respectively, and $F=\left\{\left\{s, u_{10}\right\},\left\{v_{1}, v_{4}\right\},\left\{v_{2}, v_{3}\right\}\right\}$, then a forwarding loop: $\left(s, v_{10}, v_{0}, v_{5}, v_{1}, v_{2}, v_{7}, v_{9}, v_{8}, v_{4}, v_{3}, v_{6}, v_{0}, v_{10}, s, v_{10}\right)$ appears. Analogous arguments can be given for $\left\{s, v_{10}\right\} \in F$ by symmetry.

Theorem 3.1. The network in Fig. 1 does not permit a 3-resilient forwarding scheme.

Proof. We first assume that a 3-resilient forwarding scheme $\Pi^{(s, t)}$ exists in the graph $G$ shown in Fig. 1. Then, for contradiction, we show that a packet originated at $s$ cannot be routed to the destination $t$ anymore, but is forwarded in a loop after removing at most 3 edges $F$ in $G$, even if $s$ has a path to $t$ in $G \backslash F$.

Let $V^{\prime}=\left\{v_{i}: i \in\{0, \ldots, 11\}\right\}, V^{*}=V^{\prime} \cup\{s, t\}$, and $U^{\prime}=$ $\left\{u_{i}: i \in\{0, \ldots, 11\}\right\}$. For each $v \in V(G)$, we define a forwarding function $\pi_{v}\left(u, F_{v}\right)$ at the node $v$, where $F_{v}$ denotes the failed edges incident on $v$ and the source-destination $(s, t)$ is used implicitly in this proof. Clearly, the induced graphs $G\left[U^{\prime}\right]$ and $G\left[V^{\prime}\right]$ are symmetric. By symmetry, when $F_{s}=\emptyset$, an arbitrary node in $\left\{v_{10}, u_{10}\right\}$ can be chosen as the outgoing port for the packet originated at $s$. Without loss of generality, we assume that $v_{10}$ is chosen.

Let $F \subseteq E(G)$ denote a set of arbitrary links, s.t., $|F| \leq 3$ and $F$ can be empty. Next, we claim that for each node $v \in V(G) \backslash\{t\}$, its forwarding function must be link-circular. If $v \in V(G) \backslash\{t\}$ has $\Delta_{G \backslash F}(v)=1$, then $\pi_{v}\left(u, F_{v}\right)=u$, where $\pi_{v} \in \Pi^{(s, t)}$ and $u \in E_{G \backslash F}(v)$ denotes its unique neighbor in $G \backslash F$, otherwise packets get stuck at $v$. This case can be thought as a special case of the link-circular forwarding. If $v \in V(G) \backslash\{t\}$ has $\Delta_{G \backslash F}(v)=3$, i.e., $\Delta_{G}(v)=\Delta_{G \backslash F}(v)$ and $F_{v}=\emptyset$, a non-link-circular forwarding function at $v$ must imply $\exists x, y \in N_{G \backslash F}(v): \pi_{v}(x)=y$ and $\pi_{v}(y)=x$,
where $N_{G \backslash F}(v)=\{x, y, z\}$. However, a non-link-circular forwarding function cannot be 3-resilient if the only $s-t$ path remained in $G \backslash F$ has to go through the link $\{v, z\}$. For example, when $F=\left\{\left\{s, u_{10}\right\},\left\{v_{5}, v_{1}\right\}\right\}$ and $\Delta_{G \backslash F}\left(v_{0}\right)=3$, if a non-link-circular forwarding function has $\pi_{v_{0}}\left(v_{10}\right)=v_{5}$ and $\pi_{v_{0}}\left(v_{5}\right)=v_{10}$, then a packet starting at $s$ cannot approach $t$ anymore even if $s-t$ is connected via $\left\{v_{0}, v_{6}\right\}$. A similar argument can be established if $\pi_{v_{0}}\left(v_{10}\right)=v_{6}$ and $\pi_{v_{0}}\left(v_{6}\right)=v_{10}$, and $F=\left\{\left\{s, u_{10}\right\},\left\{v_{6}, v_{3}\right\}\right\}$. Moreover, for each $v \in V(G) \backslash\{t\}$ having $\Delta_{G \backslash F}(v)=2$, a non-link-circular forwarding function at $v$ must imply $\exists x \in N_{G \backslash F}(v)$ : $\pi_{v}(x)=x$ for $N_{G \backslash F}(v)=\{x, y\}$, which can make $v$ become a dead-end node, i.e., a packet cannot traverse from one neighbor of $v$ to the other neighbor to approach $t$ anymore. Therefore, each $v \in V(G) \backslash\{t\}$ must have a link-circular forwarding function.

If $v \in V(G) \backslash\{t\}$ has $\Delta_{G \backslash F}(v)=2$, then its link-circular forwarding function is unique, i.e., from one neighbor to the other neighbor. If $v \in V(G) \backslash\{t\}$ has $\Delta_{G \backslash F}(v)=3$, where $F_{v}=\emptyset$, then there are two possible circular orderings for its neighbors $N_{G \backslash F}(v)$, i.e., one clockwise and the other anti-clockwise based on their geometric locations in Fig. 1. For example, at $v_{0}$, the clockwise ordering of $N_{G}\left(v_{0}\right)$ is $\left\langle v_{10}, v_{5}, v_{6}\right\rangle$ and the anti-clockwise ordering of $N_{G}\left(v_{0}\right)$ is $\left\langle v_{10}, v_{6}, v_{5}\right\rangle$. Thus, for each $v \in V(G) \backslash\{t\}$ that has $\Delta_{G \backslash F}(v)=3$, its link-circular forwarding function can choose one of two options: clockwise and anti-clockwise, arbitrarily.

Fixing $\left\{s, u_{10}\right\} \in F$, let $\left\{v_{1}, v_{2}\right\},\left\{v_{3}, v_{4}\right\} \in F$ (blue links failed) if $v_{0}$ and $v_{9}$ have the same type (clockwise or anti-clockwise) of linkcircular forwarding function, otherwise let $\left\{v_{1}, v_{4}\right\},\left\{v_{2}, v_{3}\right\} \in F$ (red links failed). In this case, even if $s, t$ are connected in $G\left[V^{*}\right]$, a packet originated at $s$ will enter a forwarding loop but never traverse the link $\left\{v_{9}, v_{11}\right\}$ to arrive at $t$. For example, if $v_{0}$ and $v_{9}$ take forwarding functions of clockwise and anti-clockwise orderings respectively and $\left\{s, u_{10}\right\},\left\{v_{1}, v_{4}\right\},\left\{v_{2}, v_{3}\right\} \in F$, then a forwarding loop: $\left(s, v_{10}, v_{0}, v_{5}, v_{1}, v_{2}, v_{7}, v_{9}, v_{8}, v_{4}, v_{3}, v_{6}, v_{0}, v_{10}, s, v_{10}\right)$ occurs. Moreover, a similar discussion can be applied when $\left\{s, v_{10}\right\} \in F$. Thus, no 3-resilient forwarding scheme for $(s, t)$ exists in Fig. 1.

To complement Theorem 3.1, we will apply our algorithm to compute a 2-resilient forwarding scheme for the graph $G$ of Fig. 1 in §4.1.

## 4 FIRST ALGORITHMIC INSIGHTS OF 2-RESILIENCE

Given our impossibility result, the question arises, whether at least 2-resilience is feasible-previous work only showed that 1-resilience is possible [13]. We answer this question positively by presenting an algorithm, which operates on the minimum topologies (subgraphs) that can preserve the same s-t connectivity as the original network against two failures, but will not be prone to forwarding loops. We will call these subgraphs gadgets (Def. 4.4), and a process we denote as kernelization in the following. In particular, our algorithm designs a 2-resilient forwarding scheme on a kernel graph, i.e., a subgraph of the original network, consisting of gadgets. We summarize these algorithmic procedures in Algorithm 1.

### 4.1 An Intuition of 2-Resiliency for Fig. 1

The challenge of our algorithm is to find the appropriate minimum topology (subgraph), which can guarantee enough $s-t$ connectivity

```
Algorithm 1: Compute a 2-resilient forwarding scheme
    Input: A graph \(G\) with a source-destination pair ( \(s, t\) )
    Output: A 2-resilient forwarding scheme \(\Pi^{(s, t)}\) for \(G\)
    1 Reductions on \(G\) by Claims 1 and 2, s.t., \(s-t\) is 2 -connected
    in \(G\) and \(G\) contains elementary paths \(P_{1}\) and \(P_{2}\) (Def. 4.1);
    2 Let \(E^{c}:=\left\{\left\{e, e^{\prime}\right\}:\left\{e, e^{\prime}\right\}\right.\) is an \(s-t\) cut in \(\left.G\right\}\);
    \({ }_{3}\) Compute a gadget (Def. 4.4) for each component \(C_{\ell} \in G \backslash E^{c}\)
    according to its type (Def. 4.3) (see §5);
    \({ }_{4}\) Obtain a kernel graph \(\mathcal{G} \subseteq G\) of \(G\) by combining the gadget
    of each \(C_{\ell} \in G \backslash E^{c}\), e.g., Fig., 9;
    5 return a 2-resilient forwarding scheme \(\Pi^{(s, t)}\) computed on
    the kernel graph \(\mathcal{G}\) according to Def. 6.2 (see §6);
```

against two failures, but also avoid forwarding loops. To better understand the inherent challenge, we will compute a 2 -resilient forwarding scheme for the network $G$ of Fig. 1 by Algorithm 1, see Fig. 2.

For the graph $G=(V, E)$ as shown in Fig. 1, Algorithm 1 will return its kernel graph (subgraph) $\mathcal{G} \subseteq G$ (details in Fig. 2), where the induced subgraph $\mathcal{G}\left[\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}\right] \subset \mathcal{G}$ contains either the red (crossing) links $\left\{\left\{v_{1}, v_{4}\right\},\left\{v_{3}, v_{2}\right\}\right\}$ or the blue (parallel) links $\left\{\left\{v_{1}, v_{2}\right\},\left\{v_{3}, v_{4}\right\}\right\}$, but not both, and similarly in the induced subgraph $\mathcal{G}\left[\left\{u_{1}, u_{2}, u_{3}, u_{4}\right\}\right] \subseteq \mathcal{G}$. Note that if $s-t$ is connected in $G \backslash F$, then $s-t$ is also connected in $\mathcal{G} \backslash F$ for any $F \subseteq E$ that has $|F| \leq 2$. It moreover holds that a forwarding scheme $\Pi^{(s, t)}$ by Def. 6.2, which defines a link-circular forwarding function on each node in $\mathcal{G}$, is 2-resilient in $\mathcal{G}$. Thus, $\Pi^{(s, t)}$ is also a 2-resilient forwarding scheme for $G$ since the $s-t$ connectivity in $G \backslash F$ remains in $\mathcal{G} \backslash F$ for any $|F| \leq 2$.

This is in contrast to the situation for three link failures, which we discussed in the previous section: For three link failures $F \subseteq E$, no subgraph $G^{\prime} \subset G$ ( $G$ shown as Fig. 1) can guarantee the same $s-t$ connectivity in $G^{\prime} \backslash F$ as in $G \backslash F$. Thus, a kernel graph of $G$ must be $G$ itself, whose topology was shown to be not resilient against three failures in Theorem 3.1, no matter what local fast failover routing is used.

### 4.2 Challenges in General Graphs and Problem Reductions

As we saw in the impossibility proof against three failures in Fig. 1, we are posed with the dilemma of either maintaining the $s-t$ connectivity against failures, which prefers to include as many nodes and links as possible for resilient routing, or of yielding to the limited power of local forwarding functions, which easily induce forwarding loops under failures. Given a specific and small graph, it might be possible to determine an appropriate subgraph and its 2-resilient routing functions by means of brute force. However, in general, such an approach is not practical due to the combinatorial explosion of possibilities, which both makes the analysis cumbersome and the algorithmic runtime high. Moreover, a brute force approach also does not solve the underlying fundamental question if 2-resiliency is always possible. Given the heterogeneity of general graphs, we must thus reduce the problem complexity to provide a tractable solution, which is one of our main building blocks to


Figure 2: Example of applying Algorithm 1 to the graph $G$ shown as Fig. 1 to obtain its kernel graph $\mathcal{G}$ (shown as this figure). The dotted lines denote the links in the set $E^{c}$. Given nodes $V_{0,9}=\left\{v_{0}, \ldots, v_{9}\right\}$ and $U_{0,9}=\left\{u_{0}, \ldots, u_{9}\right\}$, the induced subgraphs $G\left[V_{0,9}\right] \subset G$ and $G\left[U_{0,9}\right] \subset G$ are two components in $G \backslash E^{c}$. Given components $G\left[V_{0,9}\right] \subset G$ and $G\left[U_{0,9}\right] \subset G$ of Type-4 (see Def. 4.3), we can compute two gadgets: two induced (chordless) cycles $\mathcal{G}\left[V_{0,9}\right] \subset \mathcal{G}$ and $\mathcal{G}\left[U_{0,9}\right] \subset \mathcal{G}$ respectively (see Fig. 5), s.t., each cycle contains either parallel links, i.e., $\left\{\left\{v_{1}, v_{2}\right\},\left\{v_{3}, v_{4}\right\}\right\}$ (resp., $\left\{\left\{u_{1}, u_{2}\right\},\left\{u_{3}, u_{4}\right\}\right\}$ ) or crossing links, i.e., $\left\{\left\{v_{1}, v_{4}\right\},\left\{v_{3}, v_{2}\right\}\right\}$ (resp., $\left\{\left\{u_{1}, u_{4}\right\},\left\{u_{3}, u_{2}\right\}\right\}$ in $E(G)$ but not both. By Def. 6.2, we obtain a forwarding scheme $\Pi^{(s, t)}$, which defines a link-circular forwarding function at each node of $\mathcal{G}$, and we can easily verify $\Pi^{(s, t)}$ as 2resilient. In this figure, $\Pi^{(s, t)}$ is illustrated by solid (red) arcs, dotted (green) arcs, and dashed (blue) arcs respectively, s.t., at a node $v$, a packet from an incoming arc $(u, v)$ is forwarded to an outgoing arc $(v, w)$ that has the same dash pattern (color) as $(u, v)$ If an outgoing $\operatorname{arc}(v, w)$ is failed, then the $\operatorname{arc}(w, v)$ is considered as an incoming are to continue forwarding on the dash pattern (color) of $(w, v)$, while a packet originated at $s$ can select either the solid (red) arc $\left(s, v_{10}\right)$ or the dashed (blue) arc $\left(s, u_{10}\right)$ arbitrarily to start. For example, if the link $\left\{v_{1}, v_{2}\right\}$ has failed, we might route from $s$ to $v_{1}$ along the solid (red) arcs, then use dotted (green) arcs until we hit $v_{2}$, and then use solid (red) arcs again to reach $t$.
obtain 2-resilience. To this end, in the following, we first give some insights that the 2 -resilient failover routing problem on general graphs can be reduced to a restricted problem, where $s-t$ is exactly 2-connected in $G$.

Claim 1. The 2 -resilient fast failover routing problem with a given source-destination pair $(s, t)$ can be reduced to versions, where source and destination are exactly 2-connected.

Proof. Consider a graph $G=(V, E)$ with $s, t \in V$. If $s-t$ is at least 3-connected in $G$, then we can find three edge-disjoint $s-t$ paths $\mathcal{P}=\left\{P_{1}, P_{2}, P_{3}\right\}$ in $G$. Since there are $|F| \leq 2$ failed links, there must be a path $P \in \mathcal{P}$ always connected in $G \backslash F$. Let $\Pi^{(s, t)}$ be a forwarding scheme working as follows: first send packets along $P_{1}$ starting at $s$, and when encountering a link failure, then bounce back to $s$ and try the next path $P_{2}$ and then $P_{3}$ until arriving at $t$. Hence, $\Pi^{(s, t)}$ is 2-resilient, as observed in [20].

When $s-t$ is 1 -connected in $G$, let $P$ be an $s-t$ path in $G$. Let $E^{\prime} \subseteq E$ be a set of $s-t$ bridges, s.t., $\forall e \in E^{\prime}, s-t$ is disconnected in $G \backslash\{e\}$. Hence, for each $e \in E^{\prime}$, it implies $e \in E(P)$, otherwise $s-t$ is still connected by $P$ in $G \backslash\{e\}$. For each connected component $G_{i} \subseteq G \backslash E^{\prime}$, let $s_{i} \in V\left(G_{i}\right)$ (resp., $t_{i} \in V\left(G_{i}\right)$ ) be the node in $V(P)$


Figure 3: An example graph $G$ for Claim 2, where $b$ is an $s-t$ articulation point of $G$ but $a$ is not: as $s-t$ is connected after removing $a$ in $G$, there are two edge-disjoint $s-t$ paths $P_{1}$ and $P_{2}$, that do not both contain $a$, by including the edge $\left\{v_{1}, u_{3}\right\}$ in $P_{1}$. But, since $s-t$ is disconnected in $G \backslash\{b\}$, any two $s-t$ edge-disjoint paths must both contain $b$. Thus, the problem is split into two sub-problems with source-destination pairs $(s, b)$ and ( $b, t$ ) respectively, s.t., each sub-problem has two edge-disjoint paths $P_{1}$ and $P_{2}$, which are node-disjoint except for source and destination.
that is closest to the source $s$ (resp., the destination $t$ ) in $P$. If each component $G_{i}$ has a 2-resilient forwarding scheme $\Pi^{\left(s_{i}, t_{i}\right)}$, then a 2-resilient forwarding scheme $\Pi^{(s, t)}$ exists in $G$. Now, the problem becomes to find $\Pi^{\left(s_{i}, t_{i}\right)}$ for each $G_{i}$. If $s_{i}$ and $t_{i}$ are 3 -connected in $G_{i}, \Pi^{\left(s_{i}, t_{i}\right)}$ can be computed as mentioned above by 3 edge-disjoint paths already.

Thus, the 2-resilient failover routing problem can be reduced to a simplified version, where $s-t$ is exactly 2 -connected in $G$.

For a graph $G$ that has its $s-t$ edge-connectivity at exactly 2 , there must be two edge-disjoint $s-t$ paths, but it is not mandatory to have two node-disjoint $s-t$ paths. However, node-disjoint $s-t$ paths can effectively simplify our algorithms. Thus, by Claim 2, we show that the reduced problem can be further simplified into subproblems, s.t., source and destination are 2-node-connected.

Claim 2. The 2 -resilient fast failover routing problem, wheres $-t$ is exactly 2 -connected in $G$, can be reduced to versions, where there exist two node-disjoint s-t paths $P_{1}$ and $P_{2}$, s.t., $V\left(P_{1}\right) \cap V\left(P_{2}\right) \backslash\{s, t\}=\emptyset$, implying that $s-t$ is at least 2 -node-connected in $G$.

Proof. If $s-t$ is already 2-node-connected in $G$, then we can directly compute two node-disjoint $s-t$ paths $P_{1}$ and $P_{2}$ in $G$ within $O(|V|)$ [23]. In the following, we consider that $s-t$ is exactly 2-edgeconnected but 1-node-connected in $G$, e.g., Fig 3. An $s-t$ articulation point of $G$ is a node $v \in V \backslash\{s, t\}$, s.t., $s-t$ is disconnected in $G \backslash\{v\}$, and we can compute the set $J$ of all $s-t$ articulation points of $G$ within $O(|V|+|E|)[4]$. Clearly, any two edge-disjoint $s-t$ paths $P$ and $P^{\prime}$ in $G$ must have $J \subseteq V(P) \cap V\left(P^{\prime}\right) \backslash\{s, t\}$ (see Fig 3), otherwise there must be a node $u \in J$ but $u \notin V(P) \cap V\left(P^{\prime}\right)$, contradicting that $s-t$ is still connected by $P \cup P^{\prime}$ in $G \backslash\{u\}$.

Let $J=\left\{v_{1}, \ldots, v_{j}\right\}$ be sorted s.t., every two consecutive nodes $v_{i}, v_{i+1} \in J$ satisfy that $v_{i+1}$ is connected with $t$ in the graph $G \backslash v_{i}$. We note that any $s-t$ path $P$ in $G$ must traverse all $s-t$ articulation points in the same order of $J$. Now, our 2-resilient failover routing problem with the given pair $(s, t)$ can be divided into a set of subproblems for different source-destination pairs: $\left(s, v_{1}\right),\left(v_{j}, t\right)$ and ( $v_{i}, v_{i+1}$ ) for $i \in\{1, \ldots, j-1\}$, s.t., in each sub-problem, its source $s$ and destination $t$ are 2-node-connected and we can compute two node-disjoint $s-t$ paths $P_{1}$ and $P_{2}$ within $O(|V|)$, e.g., Fig 3.

Henceforth, by Claim 2, we will focus on the 2-resilient failover routing problem on graphs, where $s-t$ is 2-node-connected in $G$.

Definition 4.1 (Elementary Paths). Given a graph $G=(V, E)$, where $s-t$ is exactly 2-connected and at least 2-node-connected, let $P_{1}$ and $P_{2}$ denote two arbitrary node-disjoint $s-t$ paths in $G$. From now on, we call $P_{1}$ and $P_{2}$ as elementary paths for $(s, t)$ in $G$.

### 4.3 Understanding Connected Components After Two Failures

After applying the above reductions on the 2-resilient failover problem, with Lemma 4.2 we can show that any two failures that can disconnect $s$ and $t$ in $G$ must be on elementary paths $P_{1}$ and $P_{2}$ (Definition. 4.1). However, two arbitrary failures $F$ on $P_{1}$ and $P_{2}$, which can disconnect $P_{1}$ and $P_{2}$, do not necessarily disconnect $s$ and $t$ in $G \backslash F$. Thus, devising 2-resilient failover forwarding relies on understanding these structures in addition to $P_{1}$ and $P_{2}$, which can continue connecting $s$ and $t$ in $G \backslash F$ when $P_{1}$ and $P_{2}$ are disconnected by $F$.

Lemma 4.2. Given a graph $G=(V, E)$, where $s, t \in V$ are exactly 2 -connected, let $P_{1}, P_{2}$ be elementary paths for $(s, t)$. Then, for any two distinct edges $e_{1}, e_{2} \in E$, s.t., $s-t$ is disconnected in $G \backslash\left\{e_{1}, e_{2}\right\}$, then one edge must be on $P_{1}$ and the other on $P_{2}$, denoted by $e_{1} \in E\left(P_{1}\right)$ and $e_{2} \in E\left(P_{2}\right)$.

Proof. We prove the lemma by contradiction. If $\left\{e_{1}, e_{2}\right\}$ are not on $P_{1}$ and $P_{2}$ respectively, there must be a path $P \in\left\{P_{1}, P_{2}\right\}$ that is still connected in the graph $G \backslash\left\{e_{1}, e_{2}\right\}$, which contradicts that $s$ and $t$ are disconnected in $G \backslash\left\{e_{1}, e_{2}\right\}$.

For every two distinct edges $e_{1}, e_{2} \in E$, if $s-t$ is disconnected in $G \backslash\left\{e_{1}, e_{2}\right\}$ then $\left\{e_{1}, e_{2}\right\}$ is called a $2-(s, t)-c u t$. After removing all $2-(s, t)$-cuts in $G$, let the remaining subgraph be $G^{\prime}$. Then, for any two failures $F \subseteq E(G)$, if $F \cap E\left(G^{\prime}\right) \neq \emptyset$, then $s-t$ is connected in $G \backslash F$, and we need to design a 2-resilient scheme for this case. If $F$ is a $2-(s, t)$-cut, i.e., $F \cap E\left(G^{\prime}\right)=\emptyset$, then we do not need to retain resilience due to $s-t$ being disconnected. Thus, the subgraph $G^{\prime}$, which might contain multiple connected components, provides the topological information for routing.

With Definition 4.3, all possible connected components in $G^{\prime}$ are characterized and classified by their topological features.

Definition 4.3 (Types of Connected Components). Given a graph $G=(V, E)$, where $s \in V$ and $t \in V$ are exactly 2-connected, let $P_{1}$ and $P_{2}$ be elementary paths for $(s, t)$. Let $E^{c}(G)$ denote the set of all 2-( $s, t)$-cuts in $G$, and $E^{c}(G)$ can be abbreviated as $E^{c}$ when $G$ is clear. By removing all edges in $E^{c}$ from $G$, we obtain a graph $G \backslash E^{c}$, which consists of a set of connected components (E.g., see Fig. 4). Let $C_{\ell}$ denote each connected component in $G \backslash E^{c}$, and then we define a set $C$ as follows: $\mathcal{C}=\left\{C_{\ell}:\left|V\left(C_{\ell}\right) \cap V\left(P_{1} \cup P_{2}\right)\right| \geq 2\right\}$. If $C_{\ell}$ contains at most one node from either $P_{1}$ or $P_{2}$, then $C_{\ell} \notin C$. If $C_{\ell} \in C$ has $s \in V\left(C_{\ell}\right)$ (resp., $t \in V\left(C_{\ell}\right)$ ), then it is called the head (resp., tail) component, otherwise it is called a normal component. Note that it is not necessary to have a head/tail component in $C$.

Moreover, a function $\partial\left(C_{\ell}, P^{\prime}\right)$ is defined as follows:
$\forall C_{\ell} \in C, \forall P^{\prime} \in\left\{P_{1}, P_{2}\right\}: \partial\left(C_{\ell}, P^{\prime}\right)=V\left(C_{\ell}\right) \cap V\left(P^{\prime}\right) \backslash\{s, t\}$.


Figure 4: Illustration of Definition 4.3: each connected component in $G \backslash E^{c}$ is shown by solid lines and $E^{c}$ by dotted lines.

Let $P, Q \in\left\{P_{1}, P_{2}\right\}$ and $Q \neq P$. If $C \neq \emptyset$, for each $C_{\ell} \in C$, when $C_{\ell}$ is head or tail, then its type can be defined as follows:

- TYPE-1: $\left|\partial\left(C_{\ell}, P\right)\right| \geq 1$ and $\partial\left(C_{\ell}, Q\right)=\emptyset$,
- Type-2: $\left|\partial\left(C_{\ell}, P\right)\right| \geq 1$ and $\left|\partial\left(C_{\ell}, Q\right)\right| \geq 1$,
and when $C_{\ell}$ is normal, then its types can be defined as follows:
- Type-3: $\left|\partial\left(C_{\ell}, P\right)\right|=1$ and $\left|\partial\left(C_{\ell}, Q\right)\right|=1$,
- Type-4: $\left|\partial\left(C_{\ell}, P\right)\right| \geq 2$ and $\partial\left(C_{\ell}, Q\right)=\emptyset$,
- Type-5: $\left|\partial\left(C_{\ell}, P\right)\right| \geq 2$ and $\left|\partial\left(C_{\ell}, Q\right)\right|=1$,
- Type-6: $\left|\partial\left(C_{\ell}, P\right)\right| \geq 2$ and $\left|\partial\left(C_{\ell}, Q\right)\right| \geq 2$.

In Definition 4.3, the given types characterize all possible cases for connected components. If a connected component $C_{\ell} \notin \mathcal{C}$, it must have $\left|V\left(C_{\ell}\right) \cap V\left(P_{1} \cup P_{2}\right)\right| \leq 1$, which further implies $E\left(C_{\ell}\right) \cap E\left(P_{1} \cup P_{2}\right)=\emptyset$. Thus, if a connected component $C_{\ell} \notin C$ has $F \cap E\left(C_{\ell}\right) \neq \emptyset$, then $s$ and $t$ can still communicate in $G \backslash F$ by a path $P \in\left\{P_{1}, P_{2}\right\}$. Therefore, any $C_{\ell} \notin C$ can be ignored in our further discussion.

To proceed, we define some concepts for each $C_{\ell} \in C$.
Ports and Key-Nodes of Components: In Definition 4.3, for each $C_{\ell} \in C$ and each $P \in\left\{P_{1}, P_{2}\right\}$, if $\partial\left(C_{\ell}, P\right) \neq \emptyset$, the left- $P$ port (resp., right- $P$ port) of $C_{\ell}$ is defined as the first-traversed node in $\partial\left(C_{\ell}, P\right)$ when walking along the path $P$ from $s$ to $t$ (resp., from $t$ to $s$ ). If the left- $P$ port and the right- $P$ port of $C_{\ell}$ are identical, then it is called the $P$ port of $C_{\ell}$. Moreover, if $C_{\ell}$ is the head (resp., tail) component, we only consider the right- $P$ (resp., the left- $P$ ) port of $C_{\ell}$. For each $C_{\ell} \in C$, all ports of $C_{\ell}$ and the source $s$ (resp., destination $t$ ) if it is contained in $C_{\ell}$ are called the key-nodes of $C_{\ell}$. Even when two connected components have the same type, they can be quite different. However, we are only interested in the minimum subgraph of each component $C_{\ell}$ for devising forwarding functions, s.t., these subgraphs are enough to guarantee the same $s-t$ connectivity after two failures $F$. In terms of the $s-t$ connectivity against failures, different components of the same type can be uniformly described, which are called gadgets and defined in Definition 4.4. Thanks to the higher-level abstraction given by gadgets, we can design forwarding functions by focusing on a handful of simple topologies instead of devising them for components.

Definition 4.4 (Gadgets of Connected Components). For each component $C_{\ell} \in C$, let $G_{\ell} \subseteq C_{\ell}$ be a (connected) subgraph of $C_{\ell}$, s.t., $G_{\ell}$ contains all key-nodes of $C_{\ell}$.

Let $P_{1} \cup P_{2}$ be a graph consisting of two elementary paths $P_{1}$ and $P_{2}$ in $G$, and then let $T_{\ell}=P_{1} \cup P_{2} \backslash E\left(C_{\ell}\right)$ be a subgraph of $P_{1} \cup P_{2}$ without edges from $C_{\ell}$. The test graph $\mathcal{T}\left(G_{\ell}\right)$ of $G_{\ell}$ is defined as $\mathcal{T}\left(G_{\ell}\right)=G_{\ell} \cup T_{\ell}$, i.e., a graph obtained by combining $G_{\ell}$ and $T_{\ell}$. Moreover, the simple test graph $\mathcal{T}^{\prime}\left(G_{\ell}\right)$ of $G_{\ell}$ is generated by connecting the left- $P$ (resp., right- $P$ ), where $P \in\left\{P_{1}, P_{2}\right\}$, port $u$ of


Figure 5: Path-contracted patterns of gadgets in components of Type-3, Type-4 and Type -5, where $P, Q \in\left\{P_{1}, P_{2}\right\}$ and $P \neq$ $Q$, the nodes $a$ and $b$ denote the left $-P$ and the right $-P$ ports respectively, and the node $c$ indicates the $Q$ port. We also note that the node $o$ in Fig. 5d can be $a$ or $b$.
$G_{\ell}$ to $s$ (resp., $t$ ) by an edge $\{s, u\}$ (resp., $\{t, u\}$ ) if that corresponding port $u$ exists in $G_{\ell}$. SPAA Then, the subgraph $G_{\ell} \subseteq C_{\ell}$ is called a gadget of $C_{\ell}$, denoted by $\mathcal{G}\left(C_{\ell}\right)$, if $s-t$ can be disconnected by removing two edges $\left\{e, e^{\prime}\right\}$ in $\mathcal{T}\left(G_{\ell}\right)$ (resp., $\mathcal{T}^{\prime}\left(G_{\ell}\right)$ ), then it implies $\left\{e, e^{\prime}\right\} \cap E\left(G_{\ell}\right)=\emptyset$.

A component might contain multiple gadgets of essentially different topologies. To better illustrate variant topologies of gadgets by a handful of figures, the gadgets are further abstracted into so-called patterns. We remark that patterns are introduced only for presenting this paper, which are unnecessary in the practical executions of our algorithms.
Pattern of Gadgets: If two sub-paths $(x, y, z)$ and $\left(x^{\prime}, y, z^{\prime}\right)$ have a joint node $y$, then we can split $y$ into two duplicates: $y$ and $y^{\prime}$, s.t., $(x, y, z)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ are not overlapped at $y$ anymore. Given a gadget $G_{\ell}$ of a component $C_{\ell}$, by recursively splitting joint nodes on $G_{\ell}$, we can obtain a graph $G_{\ell}^{\prime}$ as a pattern of $G_{\ell}$, s.t., any induced cycle in $G_{\ell}^{\prime}$ must contain at least two key-nodes of $C_{\ell}$ (exceptionally, if $G_{\ell}$ is a case shown as Fig. 6a, then any induced cycle in its pattern $G_{\ell}^{\prime}$ should contain all four ports). The topology of a pattern $G_{\ell}^{\prime}$ can be further abstracted by using path-contraction, s.t., each node $v$ that is not a key-node and has a degree of 2 in $G_{\ell}^{\prime}$ is not explicitly shown, namely a path-contracted pattern. In the following, the patterns presented in our figures are all path-contracted.

## 5 COMPUTING GADGETS

In the previous section, we presented some first insights that allowed us to only consider restricted problem instances. This section is now dedicated to the computation of these subdivisions and proving their desired properties. We will develop methods to compute a gadget for each possible type of components, as introduced in Definition 4.3.

Lemma 5.1. For a normal component $C_{\ell} \in C$ of TYPE-3, let $a=$ $V\left(C_{\ell}\right) \cap V(P)$ and $c=V\left(C_{\ell}\right) \cap V(Q)$, where $P, Q \in\left\{P_{1}, P_{2}\right\}$ and $P \neq Q$, then a gadget of $C_{\ell}$ can be a path (edge) from a to $c$, and its pattern is shown as Fig. 5a.

Proof. If there is no path between $a$ and $c$ in $C_{\ell}$, then $C_{\ell}$ is not a connected component of TYPE-3 according to Def. 4.3. By contradiction, $a$ and $c$ are connected by at least one path $P_{a, c}$ in $C_{\ell}$. Hence, by Def. 4.4, we can verify that $P_{a, c}$ is a gadget of $C_{\ell}$.

Lemma 5.2. For a component $C_{\ell} \in C$ of Type-1 or Type-4, let the left-P port and the right-P port of $C_{\ell}$ be $a \in V(P)$ and $b \in V(P)$ respectively, where $P \in\left\{P_{1}, P_{2}\right\}$. Note that $a=s$ when $C_{\ell}$ is head and $b=t$ when $C_{\ell}$ is tail. Then $C_{\ell}$ contains at least two edge-disjoint paths $P_{a, b}$ and $P_{a, b}^{\prime}$ between $a$ and $b$, and the graph $P_{a, b} \cup P_{a, b}^{\prime}$ is a gadget of $C_{\ell}$. The corresponding path-contracted patterns are shown in Fig. 8 (resp., Fig. 8d) when $C_{\ell}$ is head (resp., tail) of TYPE-1, and in Fig. $5 b$ when $C_{\ell}$ is of TYPE-4.

Proof. Let $Q=\left\{P_{1}, P_{2}\right\} \backslash P$. By Definition 4.3, $C_{\ell}$ (TyPE-1 or TyPE-4) has $V\left(C_{\ell}\right) \cap(V(Q) \backslash\{s, t\})=\emptyset$, implying $E\left(C_{\ell}\right) \cap E(Q)=$ $\emptyset$. Clearly, the sub-path $a P b$ of $P$ is included in $C_{\ell}$. If $a$ and $b$ are 1-connected in $C_{\ell}$, then there must be an edge $e^{*} \in E(a P b)$, whose removal disconnects $a$ and $b$ in $C_{\ell}$. Then, $\left\{e^{*}, e^{\prime}\right\}$, where $e^{\prime} \in E(Q)$, must be a 2- $(s, t)$-cut in $E^{c}$, which further implies that the connected component $C_{\ell}$ containing both $a$ and $b$ cannot exist in $G \backslash E^{c}$. Therefore, $a-b$ must be 2-connected in $C_{\ell}$, implying at least two edge-disjoint paths $P_{a, b}$ and $P_{a, b}^{\prime}$ from $a$ to $b$ in $C_{\ell}$. By Definition 4.4, $P_{a, b} \cup P_{a, b}^{\prime}$ is hence a gadget in $C_{\ell}$. When $C_{\ell}$ is head (resp. tail) of TYPE-1 or Type-4, its path-contracted patterns can be shown in Fig. 8a (resp., Fig. 8d) or in Fig. 5b accordingly.

After showing the simpler cases, Type-1, Type-3, and Type-4, we will focus on the most complicated case, TYPE-6, which has the maximum number of variants for gadgets. To exhaust different gadgets of TYPE-6 caused by the varying number of edge-disjoint $s-t$ paths in $C_{\ell}$, we need to introduce a notion called augmented component. Comparing to the test graphs defined in Def. 4.4, the graph defined by augmented component aids in computing at least 3 edge-disjoint paths between $s$ and $t$.

Definition 5.3 (Augmented Component $\mathcal{A}\left(C_{\ell}\right)$ ). For each component $C_{\ell} \in \mathcal{C}$, the augmented component $\mathcal{A}\left(C_{\ell}\right)$ of $C_{\ell}$ is a multigraph having $C_{\ell} \subseteq \mathcal{A}\left(C_{\ell}\right)$ such that

- if $C_{\ell} \in C$ is head, then $V\left(\mathcal{A}\left(C_{\ell}\right)\right)=V\left(C_{\ell}\right) \cup\{t\}$ and $t$ has two parallel edges connecting each right- $P$ port of $C_{\ell}$, where $P \in\left\{P_{1}, P_{2}\right\}$.
- if $C_{\ell} \in C$ is tail, then $V\left(\mathcal{A}\left(C_{\ell}\right)\right)=V\left(C_{\ell}\right) \cup\{s\}$ and $s$ has two parallel edges connecting each left- $P$ port of $C_{\ell}$, where $P \in\left\{P_{1}, P_{2}\right\}$.
- if $C_{\ell} \in C$ is normal, then $V\left(\mathcal{A}\left(C_{\ell}\right)\right)=V\left(C_{\ell}\right) \cup\{s, t\}$ and $s$ has two parallel edges connecting each left- $P$ port of $C_{\ell}$ and $t$ has two parallel edges connecting each right- $P$ port of $C_{\ell}$, where $P \in\left\{P_{1}, P_{2}\right\}$.

Lemma 5.4. Given a connected component $C_{\ell} \in C$ of TYPE-6 or TyPE-2, then s and t are at least 3-connected in the graph (augmented component (Def. 5.3)) $\mathcal{A}\left(C_{\ell}\right)$.

Proof. We assume that $s$ and $t$ are at most 2 -connected in $\mathcal{A}\left(C_{\ell}\right)$. There must be two edges $\left\{e_{1}, e_{2}\right\}$ in $\mathcal{A}\left(C_{\ell}\right)$ s.t., $s-t$ is disconnected in $\mathcal{A}\left(C_{\ell}\right) \backslash\left\{e_{1}, e_{2}\right\}$. By observation on $\mathcal{A}\left(C_{\ell}\right)$, $s$ and $t$ cannot be disconnected in $\mathcal{A}\left(C_{\ell}\right) \backslash\left\{e_{1}, e_{2}\right\}$ if $\left\{e_{1}, e_{2}\right\} \cap E\left(C_{\ell}\right)=\emptyset$ due to these four parallel edges from $s$ (resp., $t$ ) to the left- $P$ (resp.,


Figure 6: Three possible outputs when computing 4 edgedisjoint paths from $s$ to $t$ in $\mathcal{A}\left(C_{\ell}\right)$, where $C_{\ell} \in C$ has Type- 6 .

(a) Pattern for gadgets in components of Type-6 when $s$ $t$ is 4-connected in $\mathcal{A}\left(C_{\ell}\right)$

(b) Pattern for gadgets in components of Type-6 when $s$ $t$ is 4-connected in $\mathcal{A}\left(C_{\ell}\right)$

(c) Pattern for gadgets in components of Type-6 when $s$ $t$ is 3-connected in $\mathcal{A}\left(C_{\ell}\right)$

Figure 7: The path-contracted patterns for all gadgets in components of Type-6.
the right- $P$ ) ports of $C_{\ell}$ respectively, where $P \in\left\{P_{1}, P_{2}\right\}$. Moreover, $s-t$ cannot be disconnected in $\mathcal{A}\left(C_{\ell}\right) \backslash\left\{e_{1}, e_{2}\right\}$ if $\left\{e_{1}, e_{2}\right\} \cap E\left(C_{\ell}\right)=$ $e$, otherwise $s-t$ is disconnected in $G \backslash\{e\}$, contradicting that $s-t$ is 2-connected in $G$. Thus, it must have $\left\{e_{1}, e_{2}\right\} \subseteq E\left(C_{\ell}\right)$, which further implies that $s-t$ is disconnected in $G \backslash\left\{e_{1}, e_{2}\right\}$, and then $C_{\ell}$ cannot exist in $G \backslash E^{c}$. Thus, this contradiction shows at least 3-connectivity of $s-t$ in $\mathcal{A}\left(C_{\ell}\right)$.

If applying a maximum flow algorithm on $\mathcal{A}\left(C_{\ell}\right)$, where $C_{\ell} \in C$ is of TyPe-6, returns four edge-disjoint $s-t$ paths in $\mathcal{A}\left(C_{\ell}\right)$, then all possible outputs can be classified to three types, whose patterns are shown in Fig. 6 respectively. We can easily verify that the output with its pattern of Fig. 6a is a gadget directly, whose pattern is shown in Fig. 7a. If a output has its pattern as shown in Fig. 6b (resp., Fig. 6c), then by interconnecting these independent connected components contained in the output strategically, we can obtain a gadget of the pattern as shown in Fig. 7b (resp., Fig. 7a). We summarize these results into Lemma 5.5 and defer its formal proof to the full version of this paper due to space constraints.

Lemma 5.5. For a component $C_{\ell} \in C$ of Type-6, if $s-t$ is at least 4-connected in the augmented component $\mathcal{A}\left(C_{\ell}\right)$, then $C_{\ell}$ has a gadget with a path-contracted pattern shown in Fig. 7a or Fig. 7b.

The ideas used to prove the Lemmas 5.1-5.5, for computing gadgets of Type-1, Type-3, Type-4 and Type-6, can be applied analogously to remaining cases for other types of the normal, head and tail components. Due to space limitations, we omit repeating the proof details and cast the statement as Lemma 5.6. The proofs of these cases in Lemma 5.6, which were unmentioned before, are deferred to the full version of this paper.

Lemma 5.6. For each connected component $C_{\ell} \in C$, by its type defined in Def. 4.3 and the $s-t$ edge-connectivity in $\mathcal{A}\left(C_{\ell}\right)$ (Def. 5.3),


(b) Type-2 for head

(e) Type-2 for tail

(c) Type-2 for head

(f) Type-2 for tail

Figure 8: The path-contracted patterns of gadgets contained in head and tail components classified by types, where $P, Q \in$ $\left\{P_{1}, P_{2}\right\}$ and $P \neq Q$.
we can compute a gadget in $C_{\ell}$, which has a (path-contracted) pattern illustrated by a figure indicated in Table 2.

Table 2: Figures for patterns sorted by types of $C_{\ell}$

| The type of $C_{\ell} \in C$ | The edge-connectivity of $s-t$ in $\mathcal{A}\left(C_{\ell}\right)$ | Figures for patterns of gadgets in $C_{\ell}$ |
| :---: | :---: | :---: |
| Type-1 |  | Fig. 8a or Fig. 8 d |
| Type-2 | 4-connected | Fig. 8 b or Fig. $8 e$ |
| Type-2 | 3 -connected | Fig. 8c or Fig. 8 f |
| Type-3 |  | Fig. $5 a$ |
| Type-4 |  | Fig. 56 |
| Type-5 |  | Fig. 5c or Fig. 5d |
| Type-6 | 3-connected | Fig. 7 c |
| Type-6 | 4-connected | Fig. $7 a$ or Fig. 7b |

## 6 DETERMINING A 2-RESILIENT FORWARDING SCHEME

In this section, we combine these gadgets into a new graph, henceforth called kernel graph, which is a subgraph of the given network $G$. We then devise a 2 -resilient forwarding scheme for this kernel graph.

### 6.1 Computing the Kernel Graph of a Given Network $G$

We define a kernel graph $\mathcal{G} \subseteq G$ of the given network $G$, which is constructed based on gadgets computed in each component $C_{\ell} \in C$ of $G$ by Lemmas 5.1-5.6, e.g., Fig. 9.
Kernel Graph $\mathcal{G}$ : Given a graph $G=(V, E)$, where $s-t$ is exactly 2-connected, then the graph $\mathcal{G}=\left(\cup_{C_{\ell} \in C} \mathcal{G}\left(C_{\ell}\right)\right) \cup E^{c}$ is called a kernel graph (e.g., Fig. 9), where $E^{c}$ denotes the set of all $2-(s, t)$-cuts in $G$ and $\mathcal{G}\left(C_{\ell}\right) \subseteq C_{\ell}$ denotes a gadget computed in each connected component $C_{\ell} \in C$.

Recall the definition of elementary paths $P_{1}$ and $P_{2}$. As the kernel graph $\mathcal{G} \subseteq G, P_{1}$ and $P_{2}$ might not remain in $\mathcal{G}$. Thus, we introduce the concepts of primary path $Q_{1}$ and secondary path $Q_{2}$ based on a


Figure 9: Example of a kernel graph, where each gadget $\mathcal{G}\left(C_{\ell}\right)$ is a pattern drawn by bold lines and $E^{c}$ is denoted by dotted lines. The directed paths and cycles indicate the forwarding rules defined in Definition 6.2. In the case of no failures, the routing starts at $s$ and follows the directed path $\vec{Q}_{1}$ to $t$. When traversing a directed path/cycle and a failure (arc) (v,u) is encountered at $v$, we then first route along another directed path/(cycle) that contains the arc ( $u, v$ ), to proceed. For example, consider the failed links as $\left\{a_{3}, b_{3}\right\}$ and $\left\{d_{3}, c_{5}\right\}$. After arriving at $a_{3}$ along $\vec{Q}_{1}$ from $s$, the packet encounters ( $a_{3}, b_{3}$ ) as a failure, and is routed along the detour $\left(a_{3}, d_{3}\right)$ to $d_{3}$, from where it encounters a failure $\left(d_{3}, c_{5}\right)$. Then, the packet is routed along the detour $\left(d_{3}, c_{3}\right),\left(c_{3}, b_{3}\right)$ (an additional rule as defined in Definition 6.2) to $b_{3}$, where routing along $\vec{Q}_{1}$ to $t$ can resume. We give a second example: if $\left\{b_{7}, a_{8}\right\}$ fails, then, at $b_{7}$, the packet travels along $\left(b_{7}, c_{7}, c_{8}, o, a_{8}\right)$ to $a_{8}$ and then follows along $\vec{Q}_{1}$ to $t$.
kernel graph $\mathcal{G}$, which will be used for computing our 2-resilient forwarding scheme.
Primary Path $Q_{1}$ and Secondary Path $Q_{2}$ : Given a kernel graph $\mathcal{G}=\left(\cup_{C_{\ell} \in C} \mathcal{G}\left(C_{\ell}\right)\right) \cup E^{c}$, for each gadget $\mathcal{G}\left(C_{\ell}\right)$, let $a P_{1}\left(C_{\ell}\right) b \subseteq$ $\mathcal{G}\left(C_{\ell}\right)$ be a path from the left- $P_{1}$ port $a$ to the right- $P_{1} b$ in $\mathcal{G}\left(C_{\ell}\right)$ that corresponds to the edge $\{a, b\}$ in the (path-contracted) patterns, where $a=s$ if $C_{\ell}$ is head, and $b=t$ if $C_{\ell}$ is tail. Then the primary path defined as $Q_{1}:=\left(\cup_{C_{\ell} \in C} a P_{1}\left(C_{\ell}\right) b\right) \cup\left(E\left(P_{1}\right) \cap E^{c}\right)$ is a path from $s$ to $t$ including all $P_{1}$-Ports of each $\mathcal{G}\left(C_{\ell}\right)$. Similarly, for each gadget $\mathcal{G}\left(C_{\ell}\right)$, let $c P_{2}\left(C_{\ell}\right) d \subseteq \mathcal{G}\left(C_{\ell}\right)$ be a path from the left- $P_{2}$ port $c$ to the right- $P_{2}$ port $d$ in $\mathcal{G}\left(C_{\ell}\right)$ that corresponds to $\{c, d\}$ in the (path-contracted) patterns, where $c=s$ if $C_{\ell}$ is head, and $d=t$ if $C_{\ell}$ is tail. Then the secondary path defined as $Q_{2}:=\left(\cup_{C_{\ell} \in C} c P_{2}\left(C_{\ell}\right) d\right) \cup\left(E\left(P_{2}\right) \cap E^{c}\right)$ is a path from $s$ to $t$ including all $P_{2}$-Ports of each $\mathcal{G}\left(C_{\ell}\right)$. Clearly, $Q_{1}$ and $Q_{2}$ are two edge-disjoint paths from $s$ to $t$ in $\mathcal{G}$.

For the correctness, we first need to show the connectivity of $s-t$ is same in $\mathcal{G} \backslash F$ and $G \backslash F$ for any two failures $F \subseteq E$.

Lemma 6.1. Given $G=(V, E)$, where $s-t$ is exactly 2-connected, let $\mathcal{G}=\left(\cup_{C_{\ell} \in C} \mathcal{G}\left(C_{\ell}\right)\right) \cup E^{c}$ be a kernel graph obtained from $G$. For any two edges $F=\left\{e_{1}, e_{2}\right\} \subseteq E$, ifs $-t$ is connected in $G \backslash F$, then $s-t$ is also connected in $\mathcal{G} \backslash F$.

Proof. The kernel graph $\mathcal{G}$ is a subgraph of $G$. Moreover, we can find the primary path $Q_{1}$ and the secondary path $Q_{2}$ in $\mathcal{G}$. Let $F \subseteq E$ denote two arbitrary edges in $G$, s.t., $s-t$ is connected in $G \backslash F$. If $|F \cap E(\mathcal{G})| \leq 1$, then $s-t$ must be connected in $\mathcal{G} \backslash F$ since at least one of $Q_{1}$ and $Q_{2}$ is still connecting $s$ and $t$. Now, we assume $|F \cap E(\mathcal{G})|=2$. Recall the definition of gadgets (Definition 4.4). Please note that each $\mathcal{G}\left(C_{\ell}\right)$ is a gadget. Here, each subgraph $\mathcal{G}\left(C_{\ell}\right) \cup\left(Q_{1} \cup Q_{2} \backslash E\left(\mathcal{G}\left(C_{\ell}\right)\right)\right) \subseteq \mathcal{G}$ actually becomes a test graph $\mathcal{T}\left(\mathcal{G}\left(C_{\ell}\right)\right)$ for the gadget $\mathcal{G}\left(C_{\ell}\right)$. By the definition of gadgets, $s-t$ must be connected in $\mathcal{T}\left(\mathcal{G}\left(C_{\ell}\right)\right) \backslash F$, which further implies the connectivity of $s-t$ in $\mathcal{G} \backslash F$.

### 6.2 Determination of a 2-Resilient Forwarding Scheme

We will now design a 2 -resilient routing scheme for the kernel graph $\mathcal{G} \subseteq G$. We first consider a simplified version of $\mathcal{G}$, s.t., each gadget
is replaced by its pattern, calling it a kernel pattern, denoted by $\mathcal{G}^{\prime}$. Next, we develop a 2-resilient forwarding scheme for the kernel pattern $\mathcal{G}^{\prime}$ and show that it implies a 2 -resilient forwarding scheme for a kernel graph $\mathcal{G}$ of $G$. We remark that the kernel pattern is employed here to simplify illustrating our forwarding scheme and proving correctness, not necessary to be implemented in practice.

We first introduce the concept of a reduced kernel pattern $\mathcal{G}^{*}$ and its features in Observation 1.

Observation 1. Given a kernel graph $\mathcal{G}=\left(\cup_{C_{\ell} \in C} \mathcal{G}\left(C_{\ell}\right)\right) \cup E^{c}$, we replace each $\mathcal{G}\left(C_{\ell}\right)$ by its (path-contracted) pattern $\mathcal{G}^{\prime}\left(C_{\ell}\right)$ to obtain a graph $\mathcal{G}^{\prime}$, called a kernel pattern. We can compute the primary path $Q_{1}$ and the secondary path $Q_{2}$ of $\mathcal{G}^{\prime}$. If $\mathcal{G}^{\prime}$ contains a pattern $\mathcal{G}^{\prime}\left(C_{\ell}\right)$ as Fig. 7a, then we remove the edge (path) $\{c, b\}$ from $\mathcal{G}^{\prime}$, where $c$ is the left $-P_{2}$ port and $b$ is the right $-P_{1}$ port. By removing these edges, $\mathcal{G}^{\prime}$ is reduced to a new graph $\mathcal{G}^{*}$, henceforth called a reduced kernel pattern. Then, by observing all possible patterns in Lemma 5.6, we know that $\mathcal{G}^{*}$ is a planar graph having $Q_{1} \cup Q_{2}$ as the boundary of its outer face [12] on a planar drawing (e.g., Fig. 9) and any induced cycle (chordless cycle) [12] $f_{i}$ in $\mathcal{G}^{*}$ must have $E\left(f_{i}\right) \cap E\left(Q_{2} \cup Q_{1}\right) \neq \emptyset$.

We now define a forwarding scheme for kernel pattern $\mathcal{G}^{\prime}$ :
Definition 6.2 (2-Resilient Forwarding Scheme on a Kernel Pattern). Given a kernel graph $\mathcal{G}$, we obtain its kernel pattern $\mathcal{G}^{\prime}$, reduced kernel pattern $\mathcal{G}^{*}$, the primary path $Q_{1}$ of $\mathcal{G}^{\prime}$, and the secondary path $Q_{2}$ of $\mathcal{G}^{\prime}$, respectively, according to Observation 1. In $\mathcal{G}^{*}$, we define the followings:

- Directed path $\vec{Q}_{1}$ : traverse $Q_{1}$ from $s$ to $t$;
- Directed path $\vec{Q}_{2}$ : traverse $Q_{2}$ from $t$ to $s$;
- Directed cycles $\vec{f}_{i}$ : for each induced cycle (chordless cycle) $f_{i}$ in $\mathcal{G}^{*}$, if it contains an edge of $Q_{1}$, then traverse $f_{i}$ in a direction reverse to $\vec{Q}_{1}$, otherwise traverse $f_{i}$ in a direction reverse to $\vec{Q}_{2}$.
Given a directed path (cycle) $\vec{P} \in\left\{\vec{Q}_{1}, \vec{Q}_{2}, \vec{f}_{i}\right\}$, for each $v \in V(\vec{P}) \backslash$ $\{t\}$, define a forwarding rule at $v$ as follows: from its incoming neighbor in $\vec{P}$ to its outgoing neighbor in $\vec{P}$, and if $v=s$, the packet originated at $s$ first goes to the outgoing neighbor of $s$ in $\vec{Q}_{1}$.

Additional Rules: For each edge $\{c, b\}$ removed from $\mathcal{G}^{\prime}$, we define additional rules as follows: for each $\operatorname{arc}(u, c) \in \vec{Q}_{2}$, let $\pi_{c}(u)=b$ and for each $\operatorname{arc}(b, v) \in \vec{Q}_{1}$, let $\pi_{b}(c)=v$.
Failover Rules: When applying all above rules, if the outgoing neighbor $u$ of the current rule at the node $v$ is not available due to failures, then use another rule at $v$ having $u$ as incoming neighbor.

By Theorem 6.3, we show that the forwarding scheme defined by Definition 6.2 for the kernel pattern $\mathcal{G}^{\prime}$ is 2 -resilient, and we provide an example in Fig. 9 to illustrate a sketch proof of Theorem 6.3.

Theorem 6.3. Given a kernel graph $\mathcal{G}=\left(\cup_{C_{\ell} \in C} \mathcal{G}\left(C_{\ell}\right)\right) \cup E^{c}$, we obtain its kernel pattern $\mathcal{G}^{\prime}$ by replacing each gadget with its pattern. Then the forwarding scheme in Def. 6.2 is 2 -resilient on $\mathcal{G}^{\prime}$.

Proof. A sketch of this proof is illustrated in Fig. 9. First, we can obtain a reduced kernel pattern $\mathcal{G}^{*} \subseteq \mathcal{G}^{\prime}$ according to Observation 1, which is a planar graph and does not need the additional rules defined in Def. 6.2. Thus, for two arbitrary failures $F \subseteq E\left(\mathcal{G}^{*}\right)$, which can be empty or $|F|=1$, the graph $\mathcal{G}^{*} \backslash F \subseteq \mathcal{G}^{*}$ is also a planar graph. By using concepts of planar graphs [12], we define the boundary of $\mathcal{G}^{*} \backslash F$ as the boundary of the outer (unbounded) face on a planar drawing of $\mathcal{G}^{*} \backslash F$, which is a closed walk on the outer face from $s$ to $t$ and then back to $s$. For example, $\vec{Q}_{1} \cup \vec{Q}_{2}$ in Fig. 9 denotes the boundary of $\mathcal{G}^{*}$. Now, we can verify that the forwarding scheme by Def. 6.2 implies a walk from $s$ to $t$ by following the boundary of $\mathcal{G}^{*} \backslash F$ for any two failures $F \subseteq E\left(\mathcal{G}^{*}\right)$, if $s-t$ is connected in $\mathcal{G}^{*} \backslash F$, which is hence 2-resilient on a reduced kernel pattern $\mathcal{G}^{*}$.

For each pattern $\mathcal{G}^{\prime}\left(C_{\ell}\right)$ as Fig. 7a, its edge (path) $\{c, b\}$ (e.g., $\left\{c_{3}, b_{3}\right\}$ in Fig. 9) is omitted in $\mathcal{G}^{*}$. Next, we show that additional rules in Def. 6.2 can compensate missing $\{c, b\}$ in $\mathcal{G}^{*}$. Let $e_{1}$ be the edge $\{a, b\}$ (resp., $\{c, d\}$ ) in $\mathcal{G}^{\prime}\left(C_{\ell}\right)$ and let $e_{2} \notin E\left(\mathcal{G}^{\prime}\left(C_{\ell}\right)\right)$ be an edge of $Q_{2}$ on the right side of the port $d$ of $\mathcal{G}^{\prime}\left(C_{\ell}\right)$ (resp., of $Q_{1}$ on the left side of the port $a$ of $\mathcal{G}^{\prime}\left(C_{\ell}\right)$ ), but not approaching the adjacent pattern yet. After ignoring $\{c, b\}$ in $\mathcal{G}^{*}$, if $F=\left\{e_{1}, e_{2}\right\}$, then $s-t$ can be disconnected in $\mathcal{G}^{*} \backslash F$ but $s-t$ is still connected in $\mathcal{G}^{\prime} \backslash F$. For example, in Fig. 9, if an edge $e_{1}=\left\{a_{3}, b_{3}\right\}$ and another edge $e_{2} \in E\left(d_{3} Q_{2} c_{5}\right)$ failed, then $s-t$ is not connected in $\mathcal{G}^{*} \backslash F$ anymore without employing additional forwarding rules, contradicting the $s-t$ connectivity in $\mathcal{G}^{\prime} \backslash F$. After applying the additional rules for each missing edge $\{c, b\}$, which introduces a directed path (edge) from $c$ to $b$ in $\mathcal{G}^{\prime}\left(C_{\ell}\right)$ (e.g., ( $c_{3}, b_{3}$ ) in Fig. 9), $s$ and $t$ can always communicate if $s-t$ is connected in $\mathcal{G}^{\prime} \backslash F$. However, these directed $c-b$ paths introduced by additional rules are never used if $s-t$ is connected in $\mathcal{G}^{*} \backslash F$, and only one of them can be visited when $s-t$ is disconnected in $\mathcal{G}^{*} \backslash F$. Thus, additional rules cannot incur any loop in $\mathcal{G}^{\prime} \backslash F$ when combined with other rules defined in $\mathcal{G}^{*}$.

Finally, after obtaining a 2-resilient forwarding scheme for kernel pattern $\mathcal{G}^{\prime}$, we show that it can be transferred to another 2-resilient forwarding scheme for the kernel graph $\mathcal{G}$ of $G$.

Theorem 6.4. Given a kernel graph $\mathcal{G}=\left(\cup_{C_{\ell} \in \mathcal{C}} \mathcal{G}\left(C_{\ell}\right)\right) \cup E^{c}$ and a kernel pattern $\mathcal{G}^{\prime}=\left(\cup_{C_{\ell} \in C} \mathcal{G}^{\prime}\left(C_{\ell}\right)\right) \cup E^{c}$, where each $\mathcal{G}^{\prime}\left(C_{\ell}\right)$ is a pattern of $\mathcal{G}\left(C_{\ell}\right)$, then a 2 -resilient forwarding scheme for $\mathcal{G}^{\prime}$ computed according to Definition 6.2 can be mapped to a 2 -resilient forwarding scheme for $\mathcal{G}$.

Proof. We recall that a pattern is generated from its gadget by splitting nodes. Reversely, merging two sub-paths at a split node do not merge their edges. Given a forwarding scheme $\Pi^{\prime}$ for $\mathcal{G}^{\prime}$ defined by Definition 6.2, we can obtain a corresponding forwarding scheme $\Pi$ for $\mathcal{G}$ by one-to-one mapping these directed paths, e.g., $\vec{Q}_{1}, \vec{Q}_{2}$, and directed cycles $\vec{f}_{i}$ from $\mathcal{G}^{\prime}$ to $\mathcal{G}$, s.t., a set of edge-disjoint (directed) paths (cycles) in $\mathcal{G}^{\prime}$ also implies a set of edge-disjoint (directed) paths (cycles) in $\mathcal{G}$. Since $\Pi^{\prime}$ is 2 -resilient in $\mathcal{G}^{\prime}, \Pi$ is also 2-resilient in $\mathcal{G}$.

We can now cast our algorithmic result as the following theorem, along with its run-time:

Theorem 6.5. Given a graph $G=(V, E)$ with the pair of sourcedestination $(s, t)$, where $|V|=n$ and $|E|=m$, a-resilient forwarding scheme can be computed correctly within a run-time of $O(n \cdot m)$.

Proof. First, by Claims 1 and 2, the problem is restricted to a version, where $s-t$ is exactly 2-edge-connected and 2-node-connected in $G$. By Lemma 6.1, we can compute a kernel graph $\mathcal{G} \subseteq G$, which is a subgraph of $G$, s.t., if $s-t$ is connected in $G \backslash F$, then $s-t$ is also connected in $\mathcal{G} \backslash F$. Finally, Theorem 6.4 implies that a 2-resilient forwarding scheme for $(s, t)$ can be attained in the kernel graph $\mathcal{G}$.

In the following, we give a formal analysis of the run-time. We first note that the edge-connectivity, the edge-disjoint paths and the max-flow between $s$ and $t$ can be computed in $O(m)$ by the Ford-Fulkerson algorithm [10] when the $s-t$ edge-connectivity in $G$ is $O(1)$, and all $s-t$ bridges (resp., articulation points) of $G$ can be computed in $O(m+n)[4,38]$. The run-time of Claims 1 and 2 is $O(n \cdot m)$, dominated by finding two node-disjoint $s-t$ paths $P_{1}$ and $P_{2}$ for each subproblem. To compute $E^{c}$, for each edge $e$ of $P_{1}$, we can check the $s-t$ connectivity in $G \backslash\{e\}$ and then compute all $s-t$ bridges in $G \backslash\{e\}$, which needs $O\left(n \cdot m+n^{2}\right)(m \geq n)$ in total, since each $\left\{e_{1}, e_{2}\right\} \in E^{c}$ must be on $P_{1}$ and $P_{2}$ respectively. There are at most $n$ components $C_{\ell}$ regardless of the $O(n)$ subproblems divided by Claim 2, and a gadget in each $C_{\ell}$ can be obtained in $O(m)$ by computing a max-flow, implying all gadgets being computable in $O(n m)$. The 2-resilient forwarding scheme can be obtained by traveling each directed path (cycle) according to Def. 6.2, bounded by $O(m)$. Thus, the total run-time is bounded by $O(n \cdot m)$.

## 7 CONCLUSIONS AND FUTURE WORK

We present a tight characterization of fast failover routing, where 2-resilience is possible with pre-installed static routing rules on general graphs, but we show that 3-resilience is impossible.

We believe that our work opens several interesting avenues for future research. In particular, it remains to explore the resilience of our algorithms in more specific failure scenarios, both analytically and empirically. It would also be interesting to explore the use of our approach for randomized failover routing and to implement decentralized control planes that compute the corresponding failover tables.
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